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Abstract—Multimedia synchronization involves a
temporal relationship between audio and visual media
components. The presentation of “in-sync” data streams is
essential to achieve a natural impression, as “out-of-sync”
effects are often associated with user quality of experience (QoE)
decrease. Recently, multi-sensory media (mulsemedia) has been
demonstrated to provide a highly immersive experience for its
users. Unlike traditional multimedia, mulsemedia consists of
other media types (i.e., haptic, olfaction, taste, etc.) in addition
to audio and visual content. Therefore, the goal of achieving
high quality mulsemedia transmission is to present no or little
synchronization errors between the multiple media components.
In order to achieve this ideal synchronization, there is a need for
comprehensive knowledge of the synchronization requirements at
the user interface. This paper presents the results of a subjective
study carried out to explore the temporal boundaries within
which haptic and air-flow media objects can be successfully
synchronized with video media. Results show that skews between
sensorial media and multimedia might still give the effect that the
mulsemedia sequence is “in-sync” and provide certain constraints
under which synchronization errors might be tolerated. The
outcomes of the paper are used to provide recommendations
for mulsemedia service providers in order for their services to
be associated with acceptable user experience levels, e.g. haptic
media could be presented with a delay of up to 1 s behind video
content, while air-flow media could be released either 5 s ahead
of or 3 s behind video content.

Index Terms—Air-flow, haptic, mulsemedia, multimedia,
olfaction, quality of experience (QoE), synchronization.

I. INTRODUCTION

M ULSEMEDIA, or multi-sensorial media, refers to the
combination of traditional media components (i.e., text,

images, and video) and objects to target other human senses
(i.e. haptic, olfaction, taste, etc). Our recent research reported
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in [1]–[3] has investigated and demonstrated the viability of
mulsemedia services on achieving high user experience levels.
Unlike traditional multimedia, mulsemedia aims to provide
immersive communications [4]–[6] and enhances user Quality
of Experience (QoE) [7]–[9]. In general, mulsemedia services
may include any combination of traditional media objects such
as text, graphical images, and video, as well as non-traditional
media such as olfactory, haptic and skin-sensorial data. As
mulsemedia is essentially about using these multiple media
objects to communicate information to users, achieving syn-
chronization between the component media objects that make
up the mulsemedia communication systems is essential to the
success of these systems. This is as information is usually
conveyed by the component media objects, as well as by the
relationship between the synchronized media objects [10]–[13].
Synchronization is therefore an important issue both in

mulsemedia and multimedia research. Any timing artefacts
introduced by the transport network will result in time lags be-
tween the media streams. These time lags have to be corrected
at the destination in order to provide an “in-sync” presenta-
tion and achieve a good user experience. Various approaches
have been put forward to address synchronization issues: for
instance [14] proposes a solution for Inter-Destination Media
Synchronization (IDMS) using an extension of the RTP/RTCP
mechanisms, yet no QoE studies are undertaken to evaluate
it. A solution based on a global clock for synchronized multi-
media delivery is presented and tested in [15] over two real-life
scenarios (a DVB and FM network, respectively, mixed over a
broadband IP network); however, no QoE results are reported.
QoE results are reported in [16], which details the QoE impact
of delays on watching football (soccer) on digital TV. Other
multimedia synchronization studies [10] claim that audio might
be played up to 120 ms ahead of video and, conversely, video
played up to 240 ms ahead of audio. Both temporal skews can
be accepted by users without significant impact on experience.
User perceived synchronization between olfactory media and
multimedia sequence is studied in [4] and [31], which show that
olfaction ahead of video content is more tolerable than olfaction
behind content. Therefore, synchronization is needed to ensure
a temporal ordering of events in a mulsemedia system.
The lack of in-depth investigation of user perception of

mulsemedia services and synchronization between the various
types of media has been the major driver behind us conducting
the research presented in this paper. Two types of sensorial
components, haptic and air-flow, are selected and integrated
into mulsemedia sequences. As human perception varies
from different individuals, the user perceived QoE for the
mulsemedia synchronization is quantified based on extensive
subjective tests. Accordingly, this paper presents the results of
a QoE study carried out to explore the temporal boundaries
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within which haptic and air-flow media objects can be success-
fully synchronized with video media.
This paper is organized as follows. Section II introduces the

state-of-the-art related works in mulsemedia communications
and media synchronization. Section III presents the synchro-
nization related experimental setup. Section IV analyzes the
subjective test results. Finally, Section V concludes the paper.

II. RELATED WORK

A. Mulsemedia Research
As both the means of producing and delivering rich media

content have become more accessible and the exposure of in-
dividuals to such content from diverse device types and in var-
ious contexts has increased, there is a significant increase of user
interest in exposure and potential adoption of novel infotain-
ment solutions incorporating mulsemedia content. Highly pop-
ular shows involving media components which stimulate other
human senses than hearing and sight which were previously
only available in entertainment parks (e.g. Disney World’s 4D
Toy Story Mania1 or Universal Studio’s 4D Shrek Ride2) are
moving closer to the users using the latest state of the art de-
vices such as the Oculus Rift3 and Google Glasses.4
Aside from earlier attempts in the film and theatre industry

to manually synchronise smell with certain film scenes, there
is relatively little work done in the area of integrating multi-
media with other media. This is unsurprising, as different types
of media objects have different requirements, dictated by their
very nature. In contrast to the continuous, time-sensitive nature
of video and audio data, other sensorial data have other issues
associated with them and raise new challenges. For instance
haptic effects involve interacting with devices which some users
find invasive (e.g. haptic vests) or require expert installation
(e.g. haptic chairs). Using wind generating devices could affect
negatively other activities which take place in the immediate
proximity of the multi-sensorial content display area. Smell has
a tendency to waft and diffuse through the air when released, as
well as to linger. Smell generally moves slowly through the at-
mosphere in many directions, with certain smells taking a long
time to dissipate from the air when released. Consequently, all
these create a variety of usage problems for mulsemedia data,
which range from directionality, intensity, context to synchro-
nization issues. Most researched to date has been olfaction-en-
hanced multimedia content and results demonstrated that ap-
plications using olfactory data need to take into account any
data loss issues that may be caused by the expected problems
of smells taking their time to waft on to targets, diffusing in the
wrong direction, interference with ambient smells and lingering
of olfactory data output previously used [4], [17].
Much of the earlier work [20] that uses computer generated

smell tends to focus on its use as an alternative source of output
and thus creating a computing environment with optional mul-
timodal interfaces (i.e. a computing environment that allows

1[Online]. Available: https://disneyworld.disney.go.com/attractions/
hollywood-studios/toy-story-mania/

2[Online]. Available: https://www.universalorlando.com/Rides/
Universal-Studios-Florida/Shrek-4-D.aspx

3[Online]. Available: http://www.oculus.com/rift/
4[Online]. Available: http://www.google.com/glass/start/

the user to interact with the system using different media in-
terfaces for input and/or output). These applications use only
one data medium at a time - and as such do not fit the defini-
tion of mulsemedia - and often employ olfactory data in this
way as a response to some event or to signify the occurrence
of some event. Work using computer generated smell combined
with other media has mostly been done in the virtual reality field
[21], with only one of the reported cases [12] showing any re-
sults to suggest that the addition of olfactory data may indeed
be used to increase the sense of reality in virtual reality applica-
tions. In [50] the impact of the olfactory stimuli’s propagation
speed in a networked virtual reality game is presented.
In related work [30], researchers reported on a perceptual

study carried out to establish an algorithm to provide high
quality inter-media stream synchronization between haptic and
audio media objects in a virtual environment. Indeed, syn-
chronization seems to be a common theme across mulsemedia
research. Thus, recent work has explored synchronization of ol-
factory media with video content [31], whilst [40] investigated
synchronization issues between different modalities.

B. Olfaction Synchronization
Studying olfactory synchronization requirements in mulse-

media systems constitutes a challenge from two very impor-
tant (and different) perspectives. Firstly, olfactory data is vir-
tual data, unlike other media streams which have the ability to
be stored in some computer data form. As such, olfactory data
is stored in an external device attached to a computer and its
output is generated by triggering the devices’ output stream,
whichmeans that theoretically it never gets transmitted over dis-
tributed systems and networks.
Consequently, synchronization measures such as delay, delay

jitter and tolerable error rate do not technically apply to the ol-
factory data itself, rather than to the transmitted olfactory meta-
data and indeed they influence the generation of the remote
olfaction media components by the output device. Once the
output stream generation is triggered, the device releases ol-
faction stimuli instantaneously and continuously until another
event stops it. However, smell has a tendency to linger, as well
as its emission usually happening without hurried movement
as it relies on atmospheric breeze to move it through the air.
Smell is therefore different from the media objects multimedia
applications have become accustomed to, i.e. audio, visual and
traditional media (text, images, animations), whose component
media streams have a transitory nature and do not experience
this natural delay. In addition, the occurrence of data loss with
olfactory data is something to be expected, as sensitivity to the
presence of a smell tends to decrease with prolonged exposure to
it, and moreover the presence of atmospheric breeze may cause
the olfactory data to waft off in the wrong direction and miss the
intended target. Based on these prior work outputs, we know
that olfactory synchronization boundaries are less clearly de-
fined than those associated with traditional media and the chal-
lenge is to identify them.
Secondly, in order to explore the acceptable perceptual

boundaries for olfaction, existing models, such as electronic
noses [41], [42], capable just of detection and identification of
odours, are sorely lacking in this respect. The only alternative
available to answer this question is to conduct an empirical,
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participant-based, study. This is indeed the approach taken by
us in our work, and, in so doing, closely follows the example
set by [10], who has, in empirical work, explored the human
perceptual boundaries for lip and pointer synchronization, as
well as undertaking a survey of synchronization constraints
that exist between traditional media objects [11].
Perceived synchronization of olfaction-enhanced multimedia

was investigated in detail in [31], which specifies a range of
olfaction skews.
1) Olfaction Skews: In [31], artificial skews were introduced

at intervals of 10 s ranging from s to s between olfac-
tory stimuli and video content. Steps of 10 s were chosen based
on human reactions to the smell. For instance, the average time
for humans to sniff a scent typically ranges from 0.5 s to 2.5 s
[43] and research in [12] suggests that, based on spectrum range,
exposure to short varying intervals should be limited between
20 s and 30 s.
2) Impact of Intermedia Skews on Perceived Olfaction: Ac-

cording to [31], artificially created skews, ranging in value from
s to s between olfaction media and video media were

used to achieve intermedia-skew variation. The impact of the
introduced skew on user satisfaction and enjoyment of the ol-
faction-enhanced multimedia experience is studied. It was con-
cluded that significant differences of participants’ perception of
the synchronization effect between olfactory media and video
content occurred at intermedia skew values of s for olfac-
tion ahead of video content and s for olfaction behind video
content. In this context, beyond a skew of s, the olfaction
media no longer had the impact to improve the sense of reality
of the multimedia/mulsemedia experience; it is yet to be estab-
lished, however, if skews beyond s are still acceptable to
the viewing public.
In follow-up work, synchronization issues were discussed

considering a single scent and its relationship with the associ-
ated video content in [17] and multiple scents and their com-
plex interaction in the presence of synchronised video content in
[18]. Perceptual testing of olfaction-enhanced multimedia con-
tent using the same video clips as in [31] (albeit with the sound-
track removed) and a methodology based on the same work was
also reported in detail in [19].

C. Haptic Synchronization
Synchronization between haptic media and audio and video

streams has been the target of extensive research. Accordingly,
building upon earlier results reported in [34], the research in [32]
describes allowable networked delays when two musical instru-
ments (a drum and a keyboard harmonica) are played in a dis-
tributed setting; it was found that these were more stringent than
in the case when one musical instrument (a tambourine) was in-
volved [34]. In [33] results are reported on how networked de-
lays impact QoE when two users collaboratively move an object
in 3D space. Indeed, collaboration seems to be a common theme
permeating haptic synchronization research, as the impact of
media asynchrony - primarily between haptic and video media,
but also between haptic and audio - is the focus of research
reported in [36] (acceptable skews between haptic and video
media in the teleoperation of a robot were reported) and [38]
(where user QoE is explored for different inter-stream synchro-
nization schemes between video and haptic media whenmoving

an object with a haptic interface).More recently [35] also looked
at acceptable skews between haptic and audio streams in a ping-
pong game.
The impact of synchronization between haptic effects and

multimedia content has been investigated in [35] and [36]. The
authors of [35] assess the sensitivity of humans to perceive asyn-
chrony among media signals coming from a computer applica-
tion and study the haptic-to-video and haptic-to-audio skew, re-
spectively. Statistical results of subjective test show perception
rates of around 100 ms regardless of modality and type of de-
vice. Additionally, asynchrony was detected at 110 ms when a
haptic event is presented before the audio and at 92 ms when a
haptic event is presented after audio; asynchrony was detected
at 87 ms when haptic comes before video at 125 ms when haptic
come after video. Research reported in [36] and [37] concluded
that the video communication performance was increased when
haptic and video time-delay were synchronized. The authors
of [38] propose a media adaptive intra-stream synchronization
control scheme to enhance the QoE in audiovisual and haptic
interactive IP communications.
In terms of air flow, to the best of our knowledge, there is no

research work exploring its synchronization with video content
in a mulsemedia set-up; however the impact of air-flow direc-
tion on human perception was investigated by the research work
reported in [39] with interesting results.
Concluding, we can state that most of the prior work on inter-

media synchronization involving haptics has been undertaken
in a computer supported collaborative work setting and has not
explored in detail user QoE when either haptic or air-flowmedia
augment video and audio streams in a viewing-for-enjoyment
setting (e.g. when viewing a movie on one’s laptop) - the focus
of the study reported in this paper.

III. MULSEMEDIA SYNCHRONIZATION
Satisfactory synchronization is essential to guarantee a tem-

poral ordering of multiple sensorial effects in a mulsemedia de-
livery system. Mulsemedia sequence synchronization involves
relationships between multimedia sequences and sensorial ef-
fects such as olfaction, air-flow, haptic, etc, as mentioned in the
previous section. In this section, the perceived synchronization
of haptic and air-flow effects in mulsemedia is studied for the
first time. Since human perception varies depending on indi-
vidual preference, a subjective experiment is implemented with
a sample of individuals. Our methodology is based on previ-
ously reported work [31] and is now described below.

A. Participants
48 users, including 28 males and 20 females from different

backgrounds (e.g. students, staff, researchers, engineers) partic-
ipated in the subjective tests. The study was promoted via insti-
tutional email and through a specially created Facebook Group.
The average age of the participants was 25 years and 9 months.
95% of the participants had not been exposed to anymulsemedia
subjective quality assessment before. 50% of the participants
were aged below 25, 40% of the subjects were aged between
26 and 30 and the remaining ones were over 30. All the partic-
ipants accepted body haptic effects and were screened against
anosomia and color blindness. A five euro shopping voucher
was offered as incentive to each participant after the test. It took
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Fig. 1. Mulsemedia sequences involving multimedia components from “Back
to the Future” (courtesy of Universal Studios licensing).

around ten minutes for each participant to complete the whole
test.

B. Mulsemedia Sequences
A total of twelve 20 s video clips were selected from two

movies: “Back To The Future” and “Jurassic Park”. Out of the
twelve video clips, six are from “Back to the Future” and the
remaining six are from “Jurassic Park”. Three clips are selected
from each of the two movies and are synchronized with haptic
events. The remaining six clips from the two movies are syn-
chronized with air-flow events.
All video clips had the same codec settings (i.e. a resolution

of pixels, a frame rate of 30 fps, and a bit-rate
of 2500 Kbps) encoded using the H.264 level 4.1 encoding.
Fig. 1 illustrates the video content and lists the sensorial ef-
fects added to six (out of the twelve) sequences from “Back To
The Future”. Tables I and II present the clips used, their time
range relative to the overall movie they have been selected from
and details of the sensorial effects employed in conjunction with
each of the video clips.
The two movies were selected as they contain many scenes

related to both haptic and air-flow effects, which are excellent
candidates for our tests. Additionally, the teamwhich performed
this research has already used these movies in previous works
and the results were very good both in terms of content diversity
and subjects’ interest [2]. Out of the 20 s of each clip selected
from the movie there are few seconds of content relevant to
sensorial effects (either haptic or air-flow). The intensity of both
haptic and air-flow effects was maintained constant (intensity
impact has been reported in one of our previous papers [2]).
Since the main purpose of this paper is to study the impact of
temporal skews of sensorial effects, the strength of these effects
is not considered here.

C. Subjective Test-Bed
Unlike the case of traditional subjective testing of multimedia

content, additional equipment and software were required to
present the mulsemedia sequences to the end users. A gaming
vest and a USB fan were used to simulate both haptic and
air-flow effects in synch with multimedia content. According to
the content scenario, the haptic and air-flow effects were man-
ually synchronized with the corresponding sensorial content in

the multimedia clips by setting the start and end timestamps
to activate and stop the vest vibration and USB fan operation,
respectively. Thus, a 0 ms skew implies that, for instance, in
the case of Clip No.5 of Table I, the fan is switched on 1:32’14”
into the Back to the Future sequence.
Fig. 2 illustrates the equipment and software employed in the

tests. Fig. 2(a) shows a USB fan that provided the air flow. The
fan’s diameter was 12 cm and its power was 1.4 W. The fan’s
on/off state was controlled by a Visual Basic program using
USBmicro.5 The vibration vest in Fig. 2(b) was available from
TN Games6 and supports full control (via a C++ program) of
the haptic effect in terms of intensity, types, and duration. The
vest simulated the precise direction and force of on-screen ac-
tions (e.g. bullet fire, explosions, environmental effects, etc.)
via 8 pneumatic actuators (i.e. two on chest, two on stomach
and four on the back) which generated push toward the user’s
body. Fig. 2(c) presents the software interface which controlled
the hardware devices and played back the movie sequences for
users.
The subjective test-bed shown in Fig. 2 was built in a sep-

arate laboratory room in the Performance Engineering Lab at
Dublin City University, Ireland. The testing environment was
such setup in order to avoid any potential disturbances during
the tests, obeying all the recommendations of ITU-T R.P.910
[22], ITU-T R.P.911 [23] and ITU-T R.P.913 [24].
In order for the fan to be closer to the user, but not to have

any negative impact on the user assessment environment, the
fan was placed on a box on top of the table at a height of 24 cm.
The distance between the fan and the user was 30 cm. All users
sat wearing a haptic vest 58 cm away from the computer screen,
which they faced frontally. The height of the seats was manually
adjusted for each user so that the tip of the participant’s nose
was at the same height as the centre of the fan (on average, it
took 1 s for the generated air flow to reach the left hand side of
the user’s face). Once the chair’s height was thus adjusted, the
participants were instructed not to change posture/hunch during
the experiment. All the windows of the room were kept closed
during the test to avoid interferences with any outside air flow
(wind).

D. Sensorial Media Synchronization Skews

In order to generate synchronization errors, artificial skews
were created using our developed software when synchronizing
haptic and air-flow effects into the multimedia.
The maximum/minimum skews and the interval value were

selected based on pilot tests we conducted, which indicated that
air-flow skews of s s were still perceived as in-sync (as
opposed to skews of s s which were enough to discrimi-
nate between in-sync and out-of-sync effects for haptic media).
Thus, the lingering effect of air-flow meant that its in-sync re-
gion had more generous boundaries than its haptic counter-part.
Accordingly:
1) the step size outside the s s interval (i.e. perfect/

near-perfect synchronization) for the air-flow media was
larger than that of the haptic media (i.e. 2 s instead of 1 s).
However, for skews between s s a granularity of 1 s

5[Online]. Available: http://www.usbmicro.com
6[Online]. Available: http://tngames.com



YUAN et al.: PERCEIVED SYNCHRONIZATION OF MULSEMEDIA SERVICES 961

TABLE I
CLIP SEQUENCES FROM “BACK TO THE FUTURE” ASSOCIATED WITH HAPTIC AND AIR FLOW EFFECTS

TABLE II
CLIP SEQUENCES FROM “JURASSIC PARK” ASSOCIATED

WITH HAPTIC AND AIR FLOW EFFECTS

Fig. 2. Equipment and software used in the mulsemedia delivery system em-
ployed in the user tests. (a) USB fan. (b) Haptic vest. (c) Player. (d) Test-bed.

(the minimum granularity effects could be programmed for
both the air flow and the haptic media) was kept for both
types of media;

2) the skew range for air-flow effects was increased from
[ s, s] to [ s, s], which increased the probability
that we would be able to determine out-of-sync thresholds
for air-flow media.

E. Experimental Procedure

Each of the 48 participants watched all of the 12 video clips
selected from the two movies, as described in Section III-B.
Six of the clips were accompanied by haptic effects, and six by
air-flow effects. The allocation of participants to experimental
conditions in the case of haptic effects is given in Table III (an
analogous allocation was followed for air-flow effects). Accord-
ingly, participant N in the experiment is allocated to Case (N
modulo 7) of Table III if (N modulo 7) , and to Case 7 oth-
erwise. Note that and . Consequently, each

clip was watched six times by six different participants. More-
over, in order to minimise order effects, the presentation order
of the clips for each participant was randomised.

IV. RESULTS AND ANALYSIS

This section discusses the results obtained from the subjec-
tive tests regarding the perceived synchronization of haptic and
air-flow effects in a mulsemedia presentation. A test for in-
ternal consistency of our questionnaire revealed a Cronbach
alpha value of 0.78, above the recommended value of 0.7 [25],
yet below the 0.9 threshold above which it has been suggested
that some of its items might be redundant [26].

A. Noticeability of Intermedia Skew Between Haptic/Air-Flow
and Video Media
To investigate the extent to which the skews between

haptic/air-flow media and video content are noticed by the
users, subjective tests were conducted during which partici-
pants were asked to respond to the following statement.
The haptic/air-flow effect occurred: “Too Early”, “Early”,

“Appropriate”, “Late” and “Too Late”
Figs. 3 and 4 present the perceived synchronization errors

with respect to applied intermedia skew between haptic/air-flow
media and video content. The left-hand side of both Figs. 3 and
4 indicate the negative skew values representing the condition
where haptic and air-flow effects are ahead of the related video
content, while the right-hand side represents the condition
where the haptic and air-flow effects are behind the related
video content.
A non-parametric Levene’s test verified the equality of vari-

ances in the samples (homogeneity of variance) [27],
[28], which justified the application of the non-parametric
Mann-Whitney test [29] to our data. Consequently, the
non-parametric Mann-Whitney test was applied to the results,
with the data from the 0 s skew selected as the ground truth.
If the resulting P-value is small ( ) then a statistically
significant difference between the two samples can be accepted.
Take the haptic media for instance, the Mann-Whitney anal-

ysis shows that significant differences in participants’ percep-
tion occur at an intermedia skew value lower than 0 s (
at s), i.e., haptic ahead of video content by 1 s or more, and
at an intermedia skew value higher than s ( at

s), i.e. haptic is behind video content by more than 1 s. Take
the air-flow media for instance; it is shown that significant dif-
ferences in participants’ perception only occur at an intermedia
skew value higher than 3 s ( at s and
at s), i.e. air-flow is behind video content by more than 3 s.
Consequently, the above results indicate that the temporal

boundaries for synchronizing haptic and air-flow media with
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TABLE III
INTERMEDIA SKEW VALUES ASSIGNED TO THE HAPTIC EFFECT

Fig. 3. User-perceived synchronization effect with respect to intermedia skew
between haptic and video content.

Fig. 4. Analysis of user-perceived synchronization effect with respect to inter-
media skew between air-flow and video content.

video content could be split in two regions, an “in-sync” region
and an “out-of-sync one.
1) The “in-sync” region indicates that the presence of inter-

media skew synchronization errors is acceptable to users.
This region spans between 0 s and s for haptic media
and between s and s for air-flow media. Therefore,
haptic and air-flow media might be generated up to 0 s and
5 s ahead of video content, respectively, or delayed by a
maximum of 1 s and 3 s, respectively, before users start
perceive the synchronization errors.

2) The “out-of-sync” areas represent the ranges in which the
majority of users noticed the synchronization errors. This
region spans beyond a skew of 0 s and 5 s when haptic
and air-flow media are ahead of video, respectively. Addi-
tionally, the “out-of-sync” areas span beyond 1 s and 3 s

when haptic and air-flow media are behind video content,
respectively.

These temporal boundaries represent the synchronization re-
quirements when haptic and air-flow media is combined to-
gether with video content. Both Fig. 3 and Fig. 4 show that al-
though users detected the synchronization error, in general, the
majority of users consider that the haptic and air-flow are gener-
ated early or late, instead of opinions such as too early or too late
which reflect a more severe impression. Additionally, in terms
of haptic media, the temporal boundaries show that haptic ahead
of video content is more noticeable than the case when haptic
is behind. On the other hand, for air-flow media, the temporal
boundaries indicate that air-flow behind video content is more
noticeable than that of adhead video content. This is consistent
with the nature of air-flow, which lingers and drifts in the air,
with the consequence that such a natural delay impacts the in-
termedia skews.

B. Impact of Intermedia Skew on User-Perceived Experience

The impact of synchronization errors on the user perceived
experience was also empirically investigated based on subjec-
tive user tests. User opinions were collected based on the re-
sponses to questions as follows.
1) Question 1: The haptic/air-flow effect enhanced the sense
of relevance

2) Question 2: The haptic/air-flow effect enhanced the sense
of reality

3) Question 3: The haptic/air-flow effect was distracting
4) Question 4: The haptic/air-flow effect was annoying
5) Question 5: The haptic/air-flow effect enhanced the
enjoyment

Each of the 48 participants stated their opinion in respect of
the above statements on a 5-point Likert scale, containing the
following items: “Strongly Disagree”, “Disagree”, “Neutral”,
“Agree” and “Strongly Agree”. Applying a non-parametric
Levine test to participant responses to each of the above state-
ments revealed p values above 0.05 [27], [28], thus confirming
the equality of variance assumption necessary for the applica-
tion of the Mann-Whitney test.
1) Impact of Intermedia Skew on the Perceived Sense of Rel-

evance of the Mulsemedia: Participants’ agreements with ques-
tion 1 are analyzed to investigate the impact of the mulsemedia
clips on the sense of relevance, which refers to the level that the
movie content is related to the sensorial media the user is ex-
posed to. Fig. 5(a) shows the sense of relevance perceived by
users’ in respect of haptic-enhanced video. The Mann-Whitney
test indicates that with the exception of s and s (

), i.e., haptic that is 2 s and 3 s behind video content, there is
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Fig. 5. Impact of intermedia skew on the user perception of the haptic enhanced mulsemedia. (a) Perceived sense of relevance of the haptic-enhanced mulsemedia
content. (b) Perceived sense of reality of the haptic-enhanced mulsemedia content. (c) Perceived sense of distraction of the haptic-enhanced mulsemedia content.
(d) Perceived sense of annoyance of the haptic-enhanced mulsemedia content. (e) Perceived sense of enjoyment of the haptic-enhanced mulsemedia content.

no significant difference in users’ opinions regarding the sense
of relevance of haptic enhanced video clips.
Fig. 6(a) shows users’ opinions regarding to the perceived

sense of relevance of the air-flow enhanced mulsemedia. The
Mann-Whitney test shows that with the exception of a skew of

s ( ), i.e., air-flow that is 5 s behind video content,
there is no significant difference in users’ opinions regarding the
sense of relevance of air-flow enhanced video clips. Addition-
ally, this is consistent with the “in-sync region” of the air-flow
enhanced video, identified earlier as the level at which users start
to notice the synchronization error.
Furthermore, the curves in both Fig. 5(a) and Fig. 6(a) re-

flect that, in general, users have a positive bias as regards the
integrated haptic and air-flow media strengthing the sense of
relevance.
2) Impact of Intermedia Skew on the Perceived Sense of

Reality of the Mulsemedia: Fig. 5(b) presents users’ level of
(dis)agreement, in respect of the perceived sense of reality of
the haptic enhanced mulsemedia. This establishes the degree
of resemblance between the presented multisensorial scene
and the real-life environment it represents. The Mann-Whitney
analysis shows that with the exception of skews of s and

s ( ), i.e., haptic is 2 s and 3 s behind video content,
there is no significant difference in users’ opinions regarding
the sense of reality of haptic enhanced video clips.
Fig. 6(b) shows users’ opinions in respect of the perceived

sense of reality of the air-flow enhanced mulsemedia. Results
from the Mann-Whitney test show that with the exception of a
skew of s ( ), i.e., air-flow that is 5 s behind video
content, there is no significant difference in users’ opinions re-
garding the sense of reality of air-flow enhanced video clips.
Additionally, this is consistent with the “in-sync region” of the

air-flow enhanced video, identified earlier as the level at which
users start to notice the synchronization error.
Furthermore, the curves in both Fig. 5(b) and Fig. 6(b) reflect

that, in general, users have positive opinions in respect of the
haptic and air-flow enhanced video content.
3) Impact of Intermedia Skew on the Acceptability of the

Haptic/Air-flow Enhanced Multimedia: To study the influence
of intermedia skew on the acceptability of haptic and air-flow
integrated video content, users’ responses to question 3 (“The
haptic/air-flow effect was distracting”) and question 4 (“The
haptic/air-flow effect was annoying”) are analyzed. To achieve
this, the levels of distraction and annoyance perceived by
users are measured when presented with “out-of-sync” areas
mulsemedia.
Fig. 5(c) shows users’ opinions in terms of the perceived level

of distraction for haptic enhanced video. The Mann-Whitney
test shows that with the exception of skews of s ( ),
i.e., haptic is 3 s behind video content, there is no significant
difference in users’ opinions. Fig. 5(d) shows users’ opinions in
terms of the perceived level of annoyance for haptic enhanced
video. The Mann-Whitney test indicates that, except the skews
of s and s ( ), i.e., haptic is 2 s and 3 s be-
hind video content, there is no significant difference in users’
opinions.
Fig. 6(c) and 6(d) present users’ opinions regarding the per-

ceived levels of distraction and annoyance of the air-flow en-
hanced video, respectively. The Mann-Whitney test shows that,
between the skew range s s , there is no significant dif-
ference in users’ opinions.
Accordingly, our results show that there are no statistically

significant differences between skews previously identified as
“in-sync” and those belonging to “out-of-sync” areas in respect
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Fig. 6. Impact of intermedia skew on the user perception of the air-flow enhanced mulsemedia. (a) Perceived sense of relevance of the air-flow-enhanced mulse-
media. (b) Perceived sense of reality of the air-flow-enhanced mulsemedia. (c) Perceived sense of distraction of the air-flow-enhanced mulsemedia. (d) Perceived
sense of annoyance of the air-flow-enhanced mulsemedia. (e) Perceived sense of enjoyment of the air-flow-enhanced mulsemedia.

of user distraction or annoyance. Indeed the curves in Fig. 5(c),
Fig. 6(c), Fig. 5(d) and Fig. 6(d) reflect that, in general, the ma-
jority of users had a negative bias, or were neutral, in their opin-
ions of the level of distraction and annoyance.
4) Impact of Intermedia Skew on the Perceived Level of En-

joyment of the Mulsemedia: Lastly, the influence of intermedia
skew on the perceived level of enjoyment of the mulsemedia
clips is studied. Fig. 5(e) shows users’ level of (dis)agreement,
in respect of the perceived level of the haptic enhanced mulse-
media. Mann-Whitney analysis shows that with the exception
of skews of s and ( ), i.e., haptic is 2 s and 3 s
behind video content, there is no significant difference in users’
opinions.
Fig. 6(e) presents users’ opinions regarding the perceived

levels of enjoyment of the air-flow enhanced video. The
Mann-Whitney test reveals that, between the whole skew range

s s , there is no significant difference in users’ opinions
when a synchronization error is present or not.
In conclusion, the subjective results demonstrate that haptic

media could be delayed by up to 1 s behind the video while
haptic media ahead of video is not tolerable. This is also proved
by other research [35] about haptic synchronization which
shows that the users are more tolerant when the haptic event
occurs behind the video, compared to the case when it occurs
ahead of it.

V. CONCLUSION AND FUTURE WORK

This paper investigates how users perceive skews in the syn-
chronization between different sensorial components in haptic
and air-flow-enhanced mulsemedia sequences. The impact of
diverse inter-media skews on user quality of experience levels is
discussed in terms of synchronization effect, sense of relevance,

sense of reality, level of distraction, level of annoyance and
level of enjoyment. The study has identified temporal bound-
aries for perfect synchronization between haptic/air-flow media
and video media components, and the paper defined “in-sync
regions” for both haptic (i.e., 0 s to s) and air-flow (i.e.,

s to s) enhanced video content on this subjective test
bed. These temporal boundaries are applicable to the next gen-
eration of mulsemedia solutions so that they generate an ideal
immersive video experience for their end users.
Additionally, the results of this paper reveal that although

users noticed the presence of some synchronization errors,
their level did not significantly impact on the general perceived
quality of experience of the haptic/air-flow-enhanced multi-
media sequences. The majority of the users’ opinions reflect
positive attitudes toward the mulsemedia service in respect
of the sense of relevance, the sense of reality and the level
of enjoyment. Furthermore, it is concluded that haptic media
could be presented with a delay by up to 1 s behind the video
content in order to be acceptable by most of the users; in con-
trast air-flow media could be released either 5 s ahead of or 3 s
behind the video content to achieve the acceptable level. This is
because air-flow has the tendency to linger (the waft of air-flow
pushed into the environment by the fan lingers long after the
fan has been switched off; so even if the fan is switched off
in advance, it could well be that the waft of air-flow might
linger long enough, as still to be perceived in-sync with the clip
content). However the converse is not true, since it is useless
switching on the fan long after the corresponding moment in
the video-the lingering waft of air-flow and scent will be even
more hopelessly out-of-sync with the video content. So it is
perfectly logical that the “in-sync region” for both air-flow and
olfaction are ( , ) seconds where .
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Currently, the authors realise that cognitive bias might have
played a role in our tests and that users might have just appre-
ciated the novelty factor that mulsemedia experiences bring. In
order to explore whether or not this is the case, further work has
to be done, employing methods such as the repeated evaluation
technique [46] or based on the methodology described in [47],
specifically tailored to novel product evaluation in the context
of multisensory environments.
An interesting future work direction could also consider

the study of the impact of out-of-sync presentation of one or
more sensorial media components such as haptic or air-flow,
when the others are in-synch or out-of-synch, respectively.
Moreover, building on the results of the work described in
this paper, future work can explore buffer sizes needed for
mulsemedia synchronization and how prioritising mulsemedia
scheduling schemes can be incorporated in existing methods
for inter-stream synchronization. Another avenue for future
work could explore the impact of mulsemedia content type on
user perception, extending the audio and video work reported
in [48]. This research can also include looking at the impact of
age, sex, education, working background, etc. on the temporal
skews in terms of human perception of mulsemedia content,
complementing the research already performed published in
[49]. Not last, future work can study the manner in which dif-
ferent parameters related to the various sensorial components
influence the user perceived quality of mulsemedia content,
including intensity of the stimuli, orientation, duration, distance
from the subjects, etc. Cost [51], [52] and energy efficiency-re-
lated aspects [53], [54] of mulsemedia presentations can also
be of interest.
It is hoped that this paper will open-up new research avenues

in the space of mulsemedia content delivery and will trigger
the development of complex mulsemedia delivery systems, in-
volving user senses of olfaction, haptic, air-flow, thermoception,
and gustation, and the study of the associated user perceived
quality, both with and without interactivity.

REFERENCES
[1] Z. Yuan, G. Ghinea, and G.-M. Muntean, “Beyond multimedia adap-

tation: Quality of experience-aware multi-sensorial media delivery,”
IEEE Trans. Multimedia, vol. 17, no. 1, pp. 104–117, Jan. 2015.

[2] Z. Yuan, S. Chen, G. Ghinea, and G.-M. Muntean, “User quality of
experience of mulsemedia applications,” ACM Trans. Multimedia
Comput. Commun. Appl., vol. 11, no. 1s, pp. 15:1–15:19, Sep. 2014.

[3] Z. Yuan, G. Ghinea, and G.-M. Muntean, “Quality of experience study
for multiple sensorial media delivery,” in Proc. IEEE Int. Wireless
Commun. Mobile Comput. Conf., Nicosia, Cyprus, Aug. 2014, pp.
1142–1146.

[4] O. Ademoye and G. Ghinea, “Synchronization of olfaction-enhanced
multimedia,” IEEE Trans. Multimedia, vol. 11, no. 3, pp. 561–565,
Apr. 2009.

[5] G. Ghinea and O. Ademoye, “User perception of media content as-
sociation in olfaction-enhanced multimedia,” ACM Trans. Multimedia
Comput., Commun. Appl., vol. 8, no. 4, pp. 52:1–52:19, Nov. 2012.

[6] J. G. Apostolopoulos, P. A. Chou, B. Culbertson, T. Kalker, M. D.
Trott, and S. Wee, “The road to immersive communication,” Proc.
IEEE, vol. 100, no. 4, pp. 974–990, Apr. 2012.

[7] C. Timmerer, M. Waltl, B. Rainer, and N. Murray, “Sensory experi-
ence: Quality of experience beyond audio-visual,” inQuality of Experi-
ence: Advanced Concepts, Applcations and Methods, S. Moller and A.
Raake, Eds. Berlin, Germany: Springer-Verlag, 2014, pp. 351–365.

[8] S. Ud Din and D. Bulterman, “Synchronization techniques in dis-
tributed multimedia presentation,” in Proc. 4th Int. Conf. Adv.
Multimedia, Apr. 2012, pp. 1–9.

[9] F. Boronat, M. Montagud, H. M. Stokking, and O. Niamut, “The need
for inter-destination synchronization for emerging social interactive
multimedia applications,” IEEE Commun. Mag., vol. 50, no. 11, pp.
150–158, Nov. 2012.

[10] R. Steinmetz, “Human perception of jitter and media synchronization,”
IEEE J. Sel. Areas Commun., vol. 14, no. 1, pp. 61–72, Jan. 1996.

[11] G. Blakowski and R. Steinmetz, “A media synchronization survey:
Reference model, specification, and case studies,” IEEE J. Sel. Areas
Commun., vol. 14, no. 1, pp. 5–35, Jan. 1996.

[12] D. A.Washburn, L.M. Jones, R. V. Satya, C. A. Bowers, and A. Cortes,
“Olfactory use in virtual environment training,” Model. Simul. Mag.,
vol. 2, no. 3, pp. 19–25, 2003.

[13] Z. Huang, K. Nahrstedt, and R. Steinmetz, “Evolution of temporal
multimedia synchronization principles: A historical viewpoint,” ACM
Trans. Multimedia Comput., Commun. Appl., vol. 9, no. 1s, pp.
34:1–34:23, Oct. 2013.

[14] M.Montagud, F. Boronat, and H. Stokking, “Early event-driven (EED)
RTCP feedback for rapid IDMS,” in Proc. 21st ACM Int. Conf. Multi-
media, New York, NY, USA, 2013, pp. 323–332.

[15] C. Concolato, S. Thomas, R. Bouqueau, and J. Le Feuvre, “Synchro-
nized delivery of multimedia content over uncoordinated broadcast
broadband networks,” in Proc. ACM Multimedia Syst. Conf., New
York, NY, USA, 2012, pp. 227–232.

[16] R. Mekuria, P. Cesar, and D. Bulterman, “Digital TV: The effect of
delay when watching football,” in Proc. ACM Eur. Conf. Interactive
TV Video, New York, NY, USA, 2012, pp. 71–74.

[17] N. Murray, Y. Qiao, B. Lee, and G.-M. Muntean, “User profile based
perceived olfactory and visual media synchronization,” ACM Trans.
Multimedia Comput. Commun. Appl., vol. 10, no. 1, pp. 11:1–11:24,
Jan. 2014.

[18] N. Murray, B. Lee, Y. Qiao, and G.-M. Muntean, “Multiple-scent
enhanced multimedia synchronization,” ACM Trans. Multimedia
Comput. Commun. Appl. (TOMM), vol. 11, no. 1s, pp. 12:1–12:28,
Sep. 2014.

[19] N. Murray, Y. Qiao, B. Lee, A. K. Karunakar, and G.-M. Muntean,
“Subjective evaluation of olfactory and visual media synchronization,”
in Proc. ACM Multimedia Syst. Conf., Oslo, Norway, Feb. 2013, pp.
162–171.

[20] A. Bodnar and R. Corbett, “AROMA: Ambient awareness through ol-
faction in a messaging application—Does olfactory notification make
‘scents’?,” in Proc. ACM Int. Conf. Multimodal Interfaces, Oct. 2004,
pp. 183–190.

[21] H. Q. Dinh, N. Walker, L. F. Hodges, C. Song, and A. Kobayashi,
“Evaluating the importance of multi-sensory input on memory and the
sense of presence in virtual environments,” in Proc. Virtual Reality
Annu. Int. Symp., 1999, pp. 222–228.

[22] Subjective Video Quality Assessment Methods for Multimedia Applica-
tions, ITU-T Rec. P.910, Int. Telecommun. Union, Geneva, Switzer-
land, Sep. 1999.

[23] Subjective Audiovisual Quality Assessment Methods for Multimedia
Applications, ITU-T Rec. P.911, Int. Telecommun. Union, Geneva,
Switzerland, Dec. 1998.

[24] Methods for the Subjective Assessment of Video Quality, Audio Quality
and Audiovisual Quality of Internet Video and Distribution Quality
Television in Any Environment, ITU-T Rec. P.913, Int. Telecommun.
Union, Geneva, Switzerland, Jan. 2014.

[25] L. Cronbach, “Coefficient alpha and the internal structure of tests,”
Psychometrika, vol. 16, no. 3, pp. 297–334, 1951.

[26] D. Streiner, “Starting at the beginning: An introduction to coefficient
alpha and internal consistency,” J. Personality Assessment, vol. 80, no.
1, pp. 99–103, 2003.

[27] D.W. Nordstokke and B. D. Zumbo, “A cautionary tale about Levene’s
tests for equality of variances,” J. Educ. Res. Policy Studies, vol. 7, no.
1, pp. 1–14, 2007.

[28] D. W. Nordstokke, B. D. Zumbo, S. L. Cairns, and D. H. Saklofske,
“The operating characteristics of the nonparametric Levene test for
equal variances with assessment and evaluation data,” Practical As-
sess., Res. Eval., vol. 16, no. 5, p. 2, 2011.

[29] D. J. Sheskin, Handbook of Parametric and Nonparametric Statistical
Procedures, 5th ed. London, U.K.: Chapman & Hall, 2011.

[30] Y. Ishibashi, T. Kanbara, and S. Tasaka, “Inter-stream synchronization
between haptic media and voice in collaborative virtual environments,”
in Proc. 12th Annu. ACM Int. Conf. Multimedia, New York, NY, USA,
Oct. 2004, pp. 604–611.

[31] G. Ghinea and O. A. Ademoye, “Perceived synchronization of olfac-
tory multimedia,” IEEE Trans. Syst., Man Cybern. A, Syst. Humans,
vol. 40, no. 4, pp. 657–663, Jul. 2010.



966 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 17, NO. 7, JULY 2015

[32] Q. Zeng, Y. Ishibashi, N. Fukushima, S. Sugawara, and K. E. Psannis,
“Influences of inter-stream synchronization errors among haptic media,
sound, and video on quality of experience in networked ensenmble,”
in Proc. 2nd IEEE Global Conf. Consum. Electron., Oct. 2013, pp.
466–470.

[33] P. Huang, Q. Zeng, andY. Ishibashi, “QoE assessment of will transmis-
sion using haptics: Influence of network delay,” in Proc. IEEE Global
Conf. Consum. Electron., Oct. 2013, pp. 456–460.

[34] A. Tatematsu, Y. Ishibashi, N. Fukushima, and S. Sugawara, “QoE as-
sessment in haptic media, sound and video transmission: Influences of
network latency,” in Proc. IEEE Int. Workshop Commun. Quality Rel.,
Jun. 2010, pp. 1–6.

[35] J. M. Silva, M. Orozco, J. Cha, A. E. Saddik, and E. M. Petriu, “Human
perception of haptic-to-video and haptic-to-audio skew in multimedia
applications,” ACM Trans. Multimedia Comput., Commun., Appl., vol.
9, no. 2, pp. 9:1–9:16, May 2013.

[36] H. Kim and J. H. Ryu, “A study on the effect of haptic to video time-
delay on teleoperation and a comment for improving the performance,”
in Proc. Int. Conf. Control, Automat. Syst., Oct. 2011, pp. 1329–1332.

[37] S. Kameyama and Y. Ishibashi, “Perception of synchronization errors
in haptic and visual communications,” Proc. SPIE Optics East, Mul-
timedia Syst. Appl. IX, vol. 6391, no. 8, pp. 639108.1–639108.8, Oct.
2006.

[38] E. Isomura, S. Tasaka, and T. Nunome, “QoE enhancement in audio-
visual and haptic interactive IP communications by media adaptive
intra-stream synchronization,” in Proc. IEEE Int. Tech. Conf. IEEE Re-
gion 10, Nov. 2011, pp. 1085–1089.

[39] T. Nakano, Y. Yoshioka, and Y. Yanagida, “Effects of wind source
configuration of wind displays on property of wind direction percep-
tion,” in Proc. Int. Conf. Adv. Comput.–Human Interactions, 2014, pp.
365–370.

[40] E. Steinbach, S. Hirche,M. Ernst, F. Brandi, R. Chaudhari, J. Kammerl,
and I. Vittorias, “Haptic communications,” Proc. IEEE, vol. 100, no.
4, pp. 937–956, Apr. 2012.

[41] H. T. Nagle, R. Gutierrez-Osuna, and S. S. Schiffman, “The how and
why of electronic noses,” IEEE Spectr., vol. 35, no. 9, pp. 22–31, Sep.
1998.

[42] L. A. Rowe and R. Jain, “ACM SIGMM retreat report on future di-
rections in multimedia research,” ACM Trans. Multimedia Comput.,
Commun., Appl., vol. 1, no. 1, pp. 3–13, Feb. 2005.

[43] D. G. Laing, “Natural sniffing gives optimum odour perception for hu-
mans,” Perception, vol. 12, no. 2, pp. 99–117, 1983.

[44] Z. Yuan and G.-M. Muntean, “A prioritized adaptive scheme for multi-
media services over IEEE 802.11WLANs,” IEEE Trans. Netw. Service
Manag., vol. 10, no. 4, pp. 340–355, Dec. 2013.

[45] J. Xiao, T. Tillo, C. Lin, Y. Zhang, and Y. Zhao, “A real-time error
resilient video streaming scheme exploiting late and early-arrival
packets,” IEEE Trans. Broadcast., vol. 59, no. 3, pp. 432–444, Sep.
2013.

[46] C. C. Carbon and H. Leder, “The repeated evaluation technique (RET).
A method to capture dynamic effects of innovativeness and attractive-
ness,” Appl. Cognitive Psychol., vol. 19, no. 5, pp. 587–601, 2005.

[47] M. Jakesch, M. Zachhuber, H. Leder, M. Spingler, M. , and C. C.
Carbon, “Scenario-based touching: On the influence of top-down pro-
cesses on tactile and visual appreciation,” Res. Eng. Design, vol. 22,
pp. 143–152, 2011.

[48] E. J. Rodriguez, T. Nunome, and S. Tasaka, “Multidimensional QoE
assessment of multi-view video and audio (MVV-A) IP transmission:
The effects of user interfaces and contents,” in Proc. Int. Conf. Adv.
Inf. Netw. Appl. Workshops, 2012, pp. 91–98.

[49] N. Murray, Y. Qiao, B. Lee, G.-M. Muntean, and A. K. Karunakar,
“Age and gender influence on perceived olfactory and visual media
synchronization,” in Proc. IEEE Int. Conf. Multimedia Expo, Jul. 2013,
pp. 1–6.

[50] Y. Ishibashi, S. Hoshino, Q. Zeng, N. Fukushima, and S. Sugawara,
“QoE assessment of fairness in networked game with olfaction: Influ-
ence of time it takes for smell to reach player,”Multimedia Syst. J., vol.
20, no. 5, pp. 621–631, May 2014.

[51] A. Molnar and C. H. Muntean, “Cost-oriented adaptive multimedia de-
livery,” IEEE Trans. Broadcast., vol. 59, no. 3, pp. 484–499, Sep. 2013.

[52] O. Ormond, G.-M.Muntean, and J. Murphy, “Economic model for cost
effective network selection strategy in service oriented heterogeneous
wireless network environment,” in Proc. IEEE/IFIP Netw. Operations
Manag. Symp., Apr. 2006, pp. 1–4.

[53] A. N. Moldovan, S. Weibelzahl, and C. H. Muntean, “Energy-aware
mobile learning: Opportunities and challenges,” IEEE Commun. Sur-
veys Tuts., vol. 16, no. 1, pp. 234–265, 2014.

[54] M. Kennedy, A. Ksentini, Y. Hadjadj-Aoul, and G.-M. Muntean,
“Adaptive energy optimization in multimedia-centric wireless devices:
A survey,” IEEE Commun. Surveys Tuts., vol. 15, no. 2, pp. 768–786,
2013.

Zhenhui Yuan (S’09–M’12) received the B.Eng. de-
gree fromWuhan University,Wuhan, China, in 2008,
and the Ph.D. degree from Dublin City University,
Dublin, Ireland, in 2012.
He was a Postdoctoral Researcher with Dublin

City University for two years. He was Visiting
Scholar with the University of California at Los
Angeles, Los Angeles, CA, USA, in 2014. He is
currently a 3GPP Delegate for system and service as-
pects with the Huawei Technologies Company Ltd.,
Shenzhen, China, He has authored or coauthored

over 20 papers in journals and international conferences. His current research
interests include Internet of Things, 5G, QoS, and multimedia communications.

Ting Bi (S’13) received the B.Eng. degree in soft-
ware engineering from Wuhan University, Wuhan,
China, in 2010, the M.Eng. degree in telecommuni-
cations from Dublin City University, Dublin, Ireland,
in 2011, and is currently working toward the Ph.D.
degree at the Performance Engineering Laboratory,
School of Electronic Engineering, Dublin City
University.
His current research interests include wireless mo-

bile networks, multimedia streaming over wireless
access networks, handover and network selection

strategies, and energy saving for mobile devices.

Gabriel-Miro Muntean (S’02–M’04) received the
B.Eng. and M.Sc. degrees in computer science engi-
neering from the Politehnica University of Timisoara,
Timisoara, Romania, in 1996 and 1997, respectively,
and the Ph.D. degree in electronic engineering from
Dublin City University (DCU), Dublin, Ireland, in
2003.
He is currently a Senior Lecturer with the School

of Electronic Engineering, DCU, the Co-Director of
the Performance Engineering Laboratory, DCU, and
a Consultant Professor with the Beijing University of

Posts and Telecommunications, Beijing, China. He has authored or coauthored
over 250 papers in prestigious international journals and conferences, has au-
thored 3 books and 16 book chapters, and has edited 7 other books. His cur-
rent research interests include quality-oriented and performance-related issues
of adaptive multimedia delivery, performance of wired and wireless communi-
cations, energy-aware networking, and personalized e-learning.
Dr. Muntean is a member of the ACM and the IEEE Broadcast Tech-

nology Society. He is an Associate Editor of the IEEE TRANSACTIONS ON
BROADCASTING, Associate Editor of the IEEE COMMUNICATION SURVEYS
AND TUTORIALS, and a reviewer for other international journals, conferences,
and funding agencies.

Gheorghita Ghinea (M’02) received the B.Sc. and
B.Sc. (Hons) degrees in computer science and math-
ematics and M.Sc. degree in computer science from
the University of the Witwatersrand, Johannesburg,
South Africa, in 1993, 1994, and 1996, respectively,
and the Ph.D. degree in computer science from the
University of Reading, Reading, U.K., in 2000.
He is a Reader with the School of Information Sys-

tems and Computing, Brunel University, Uxbridge,
U.K. He has authored or coauthored over 200 publi-
cations in leading international conferences and jour-

nals and has coedited two books on digital multimedia perception and design,
as well as multiple sensorial media advance and applications. His current re-
search interests include the area of perceptual multimedia quality and building
end-to-end communication systems incorporating user perceptual requirement.
Dr. Ghinea is a member of the British Computer Society.


